
LINEAR REGRESSION 

1. Basic Concepts 

Statistical Model 

It is a set of mathematical formulas and 
assumptions that describe a real world 
situation . Linear Regression is a statistical 
model 

Principle of Parsimony As few mathematical equations as possible 
to describe the real world situation. 

Good statistical model Looks like this:

Errors

Systematic component is captured in model 
so errors remain. Here, we assume errors 
are normally distributed and independent of 
each other with an average of zero. 

However, the normality assumption of 
errors is not absolutely necessary in Linear 
Regression model

The assumption is made so that we can 
carry out statistical hypothesis tests using 
the F and t distribution. 

There are two necessary assumptions 
though, that the errors (epsilon) have a 
mean at 0 and a constant variance (sigma_
square). And, that the errors are 
uncorrelated.

Why these assumptions? 

Statistical Model Building Steps:

2. Simple Linear Regression Model 

When there is only one predictor variable 

Model looks like this:

In the equation, the non-random component 
is the line itself and the random component 

is the error term (epsilon)

The non random straight line gives us the 
expected(mean) value of Y for a given X .

It is denoted as:

Assumptions:

How to check for linearity?

The relationship between X and Y is a 
straight line relationship 

If the relationship between X and Y is not 
straight, then we are introducing bias in the 
model by trying to fit a straight line through 
the data which is not actually straight. 

But, what happens if X and Y are not 
linearly related? We go for other models? 

Here, we have to check, if any other 
transformation of X will get a linear 
relationship with Y. If x^2 would do, then go 
with x^2

The values of the independent variable X 
are assumed to be fixed. (Not random). The 
only randomness in the values of Y comes 
from the error term E(read as epsilon)

This means that, when we see X, they are X 
even in the training and the test. There is 
nothing that changes in them. They are the 
given data. But the randomness in Y comes 
because for every predicted value of Y, there 
is an error attached which is random.

The errors are normally distributed with a 
mean = 0 and a constant variance : sigma_
square.

Why do we need this?

Normal Distribution of errors 

For a given x, the error could be zero or 
sigma or 2sigma like that, for every X, this 
value of sigma remains constant. At every 
point of X, the error would have a constant 
variance. The normal distributions below is 
that of errors. The variance of all possible 
errors for a given point, at every point, this 
variance would be equal

The errors are equally spread out about the 
regression line; The error variance doesn’t 
increase or decrease as X increases. 

Correlation It is the strength of a linear relationship Range: -1 to +1 

Only a perfect correlation is -1 or +1, if 
relation is positive and strong it will be near +
1, otherwise, near -1. If there is no apparent 
linear relationship, then the correlation will 
be near zero.

Denoted by R

Gauss-Markov Theorem

OLS - Fitting the best line 

Why Least squares, why not just absolute 
sum? 

1. Most commonly used method 

2. Computing the Line based on thi criteria 
is much easier.!?

Most meaningful reason for using least squares.

3. In many applications, a residual twice as 
large as another residual is more than twice 
as bad. For example, being off by 4 is usually 
more than twice as bad as being off by 2. 
Squaring the residuals accounts for this 
descriptive. 

Conditions for Least squares Line 

1. Linearity

2. Near normal residuals When there are outliers or concerns about 
influential points.

When would this be violated? 

Why not?

4. A time series data where successive 
observations are highly correlated.

3. The variability of the data around the line 
increases with larger values of X. 2. When there are outliers 1. When the data has a non linear 

relationship 

We cannot apply ols or linear regression in 
these cases

This means, the errors will not have a 
constant variability. They increase as the 
value of x increases 

Because the linear model cannot capture the 
correlation. So, it will end up being a very 
bad model

This method gives us the best Linear 
Unbiased Estimate (BLUE)

OLS parameters

The parameters are estimated using the 
observed data

B0 and b1 are used to represent sample 
parameters. Population parameters are 
beta0 and beta1

If you know the slope and point on the line, 
then it can be written as (y-y0) = slope(x-
x0) where (x0,y0) are points

If you know the summary statistics, can you 
write the straight line equation? 

Interpreting Regression line parameters

Is this causal?

For a additional one unit increase in X, the 
increase in y in m times. 

While there is a real association, we cannot 
interpret this as a causal connection. The 
business should confirm if it is causal.

Limitations of Linear Models

We can’t be sure- that is the limitation

Applying a model estimate to values outside 
the realm of the original data is called 
extrapolation. If we extrapolate, we are 
making an unreliable bet that the 
approximate linear relationship will be valid 
in places where it has not been analysed.

Called R_squared

Using R^2 to describe the strength of the fit 

If provided with a linear model, we might 
like to describe how closely the dat aclusters 
around the linear fit

How does R_squared do that?

The R_squared describes the amount of 
variation in the response that is explained 
by the least squares line. 

Say, variance _response var = 29.8,variance 
of the residuals = 22.4 after fitting the 
regression line. So the reduction i 25%. This 
corresponds exactly to the R_squared 
value = 0.25.

The variability in the residuals describes how 
much variation remains after using the model

97%

If the linear model has very high 
correlation  of -0.97, how much is explained 
by explanatory variable?  

Categorical Predictors with two levels 
To incorporate the variable into regression 
equation, we must convert the categories 
into numerical form 

However, we must always evaluate whether 
the residuals in each group are 
approximately normal and have 
approximately equal variance.

For categorical variables with just two levels, 
the linearity assumption will always be 
satisfied.

Types of  outliers in Linear Regression 

Leverage points 

Points that fall horizontally away from the 
center of the cloud tend to pull harder on the 
line, so they are called points with high 
leverage 

Influential Point Had we fit a line without it, this point would 
be really far away from the line. 

If the high leverage point actually invoke its 
influence on the slope of the line

They are important because outliers will 
influence the least squares line. 

Understanding Regression Output 

Error variance : It is a measure of spread of 
the population elements about the 
regression line. 

Generally, smaller the value more closely 
population is spread out about the regression 
line.

Standard Errors

Standard error of the regression line is the 
average distance that the observed values 
fall from the regression line.

Roughly 95% of the observations should fall 
within +/- 2 standard errors of the 
regression line.

It is useful because it can be  used to assess 
the precision of predictions 

Standard error of a regression slope

Smaller the standard error, lower the 
variability of the estimate 

We can use this to calculate the t-statistic as 
well as to set up confidence intervals

Way to measure uncertainty in the estimate 
of regression slope 

Two tail test

T-statistic Null: Coefficients are zero , Alternate : 
Coefficients in the population are not zero.

We want to reject the null, our variables 
should be significant in explaining the 
target variable. 

What do we want in this case? To reject of 
accept the null?Degrees of freedom: n-p-1

Always check for assumptions. The standard 
error or distribution assumption of the point 
estimate - assumed to be normal when 
applying t-statistic.

Questions - Answers if needed

What are the steps in statistical model 
building? 

Interpret the parameters of a simple linear 
regression model?

What are the uses of a regression model?

It is one of the most commonly used 
techniques in statistics in statistics.iT IS 
Used to quantify the relationship between 
one or more predictor variables and a 
response variable. 

1. In advertising : spending and revenue 

2. Medical researchers often use linear 
regression to understand drug dosage and 
blood pressure of patients. 

Quantify the relationship is the keyword here. 

What is the purpose and meaning of error 
term in regression? 

What is one of the main goals in picking the 
right linear model? 

The residuals need to be as small as 
possible. 

The size of the residual is usually discussed 
in terms of its absolute value. 

What is a residual? How to denote it? 

If a model underestimates an observation, 
will the residual be positive or negative? 

Under-Estimates then residual will be 
positive. Over-Estimates then it will be 
negative. 

Residual plots Why do we plot the residuals?

They are helpful in evaluating how well a 
linear model fits the data set. If the residual 
plot shows a pattern then, we do not 
consider a straight line for the data but 
some more advanced techniques will be 
used.

One shortcoming 

If an individual estimate is to be get from 
the linear regression, it won’t be perfectly 
predicted. Linear regression is good at 
capturing the trend

It is tempting to remove them. Don’t remove 
them unless you have a very good reason to 

do that.many models that ignore exceptional 
cases perform poorly

Then, How to handle them? Are the transformations really possible? Do 
those really reduce the impact

Make some transformations to reduce the 
effect of outliers. 

Be cautious about using a categorical 
variable when one of the levels have very 
few observations. Those few observations 
become influential points

If a firm ignores market swings as outliers, it 
would soon go bankrupt
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3. Tips

Write Down Key Facts

Don't  Overdo It

Organize


